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same I/O latency because the maximum of averages on any host was 960us—as reported under the Summary Avg Wait Time heading. 

 
Transaction Logs (redo logs) are critical part of any OLTP workloads. It is clear from Figure 9 that although there were 1,400 per second 
log file parallel write wait events for redo log flushing, average service times were only 1.1 milliseconds. Given the sustained redo rate at 
this level (discussed more in the next section), the service times of 1.1 milliseconds waits for redo log flushing is very respectable. 

 
 
SUSTAINED IO RATES (THROUGHPUT) 
 

Next, we turn to the I/O rates section the AWR report. Since this was a test with 2 X-Bricks, we expect to see double the rates 
(throughput) measured in the single X-Brick testing (see Figure 4). Figure 10 shows: 

 

• Physical reads were 158,740 per second 

• Physical writes were 30,788 per second 

• Redo logging was 41.4 MiB 

 

 
Figure 10: Oracle Database OLTP - XtremIO Dual X-Brick Array 
 
Figure 11 offers a side-by-side comparison of the single and dual X-Brick XtremIO testing where we see: 

 
• Random reads scaled at 96% of linear scalability 

• Writes scaled at 98% of linear scalability 

• Redo logging and SQL executions scaled linearly 
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Figure 11: Comparison of Key Oracle Database OLTP Metrics - Linear Scalability of XtremIO Array 
 

 
PREDICTABLE SERVICE TIMES ON XTREMIO 
 
Service times with XtremIO do not increase unpredictably as I/O queues grow deeper. 

 

To illustrate the predictability of service times as I/O rates increase, EMC engineers scaled up the SLOB testing against a dual X-Brick 
XtremIO array. The zero-think-time runs were gradually increased to 368 (184 dedicated connections per RAC host) from 192 (from 
previous tests). Note, each data point in Figure 12 represents a 60-minute test of zero think-time SQL processing with a SQL blend of 75% 
SELECT with 25% UPDATE. 

 

 
Figure 12: Predictable Service Times Measured with Oracle Database OLTP - XtremIO Dual X-Brick Array 
Figure 12 shows that IOPS increased from 189,525 to 221,906—an increase of 17% without any sharp spike in average service times 
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when number of sessions were increased from 192 to 368. Even at the 368 sessions, service times were still averaging 1.36 milliseconds. 

 

It is clear from Figure 12 that XtremIO keeps the service times within predictable range—unlike logarithmic increases seen with other flash 
array products—even when the IOPS serviced increases 2X. 

 

Please refer to Appendix A for more information on how the data presented in Figure 12 was collected. 
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ARCHITECTURES IMPACT SUSTAINABILITY OF SERVICE TIMES  
 

AFA vendors have adopted different architectures—scale up (two controllers and many disk shelves) and scale out (linear scaling of 
performance and capacity). Different data protection schemes have also been used—most of them have adopted RAID systems that were 
developed for HDDs and very few have created data protection from the ground up. The architectural choices impact not only data 
protection and effective capacity but also the sustainability of service times (latency) and throughput. The architectural weaknesses are 
usually exposed by sustained heavy workloads—exactly the kind of workloads for which flash arrays are typically deployed. For example, 
the design approach for handling intrinsic NAND Flash garbage collection and write amplification for a particular array might favor 
workloads that are either entirely write-centric or read-centric but exhibit pathological behavior with a mixed I/O profile. Design choices 
also dictate how arrays perform when the array capacity is written close to full (space exhaustion). 

 

 

ORACLE DATABASE TABLESPACES ARE GENERALLY PRE-ALLOCATED 

 

Oracle Database stores tables and indexes in tablespaces that are comprised of one or more datafiles. Datafiles are initialized when added 
to the database. Database Administrators (DBA) must chose when space is added to tablespaces—pay now or pay later. The DBA can, for 
instance, chose to add large datafiles to the database before application data is loaded or opt instead to add auto-extending files to the 
database. The first option takes some processing time while the space is overwritten with large sequential writes. On the other hand, the 
latter approach taxes active sessions by triggering auto-extend operations when the database needs more space. An auto-extend operation 
consists of initializing each block and writing them to the extending datafile, which can impact application SLAs. For this reason, DBAs 
generally size the application and pre-allocate space. Often times, the DBAs will also leave the tablespace in auto-extend mode just to 
ensure any miscalculation in pre-sizing doesn’t result in application failure. 

 

AFAs are not equally capable of handling pre-allocation, especially if it causes space exhaustion. So what happens if a DBA decides to 
create tablespaces that fill up the user-capacity of an AFA? It depends. 

 

In the next sections, we will investigate how XtremIO and a competing product behave under space exhaustion. EMC engineers did a side-
by-side comparison to find overall array behavior over an 8-hour time period and also looked for any trends on a much longer period. 

 
 
TEST DESCRIPTION 
 

Each array was attached with identical storage networking connectivity to servers configured with two Intel E5-2600 processors. Each 
server ran Oracle Linux with the Unbreakable Enterprise Kernel. Oracle Database 11g Release 2 was installed and configured to use 
Automatic Storage Management on both servers as well. 

 

The following sequence of tasks was performed on both configurations: 

1. Baseline preparation  

a. A tablespace of 1100MB was created in which to load the OLTP-style test data. Once again, SLOB was used for this testing. 

b. The tablespace was then loaded with 1TB of SLOB test data using the single-schema feature. 

c. Baseline tests were conducted at varying read:write ratios to ensure the health of the 1TB scale SLOB schemas. 
  

2. Create large Oracle Tablespace sized to array’s usable capacity  

a. EMC engineers created a large tablespace in order to drive space utilization beyond roughly ninety percent of the 
formatted user-addressable capacity of each array. The arrays offered vastly different gross capacities, so the size of this 
tablespace was relative to the user-addressable space supported by the array. 

i. The tablespace created in the competitor’s array was 12TB. 

ii. The tablespace created in the single X-Brick XtremIO array was a little over 4TB. 
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3. Long-Duration OLTP-Style Testing 

a. An 8-hour SLOB test with 25% SQL Update and 96 sessions was started, targeting the 1TB data set loaded in step 1. 

 

 

8-HOUR WAIT EVENTS ANALYSIS 
 

Figure 13 and Figure 14 compare the Top 5 wait events between the competitor’s AFA and XtremIO flash array for the 8-hour run. 
 

 
Figure 13: 8-Hour OLTP Testing Top 5 Timed Events - Competitor's array 
 

 
Figure 14: 8-Hour OLTP Testing Top 5 Timed Events - XtremIO Single X-Brick Array 
 

Key observations from Figure 13 and Figure 14: 

 

1. Both the competitor’s and XtremIO array showed a workload with healthy wait profiles for 25% SQL Update OLTP-style testing 
since random single block reads ranked at the top. 

2. Single X-Brick serviced 2.5 billion 8KB random read IOs at average latency of 1.04ms whereas the competitor’s array needed 
1.39ms. 

3. XtremIO serviced 33% more random reads during the 8-hour test as a result of 33% faster average service times. 
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8-HOUR THROUGHPUT ANALYSIS 
 
Generally, averages over longer duration tend to “smooth over” the pathologies. Given that the testing was conducted for an 8-hour 
period, it was decided to scrutinize the results with vmstat(8) data to unearth any trends in the result. 

 

The SLOB test kit produces vmstat data based on 3-second interval samples, which amounted to 9,600 3-second samples. Figure 15 
shows the resulting graph which shows throughput (MB/s) sustained by the single X-Brick XtremIO array compared to the competitor’s 
array. 

 

 
Figure 15: 8-Hour OLTP Workload Comparison - XtremIO Single X-Brick array vs. Competitor's Array 
 

Figure 15 reveals the following trends: 

 

1. The competitor’s array was roughly 17% faster than the single X-Brick XtremIO array for about the first 2 hours of the test cycle. 

2. The competitor’s array entered into a pathological state where the throughput started dropping at roughly two-hours into the test 
and settled to about 50% drop in few hours. It did not return to the throughput levels demonstrated at the beginning. 

3. The XtremIO array sustained the workload with predictable performance from beginning to end. 

 

It was concluded that the competitor's array was experiencing larger latency around 2-hours into the test due to garbage collection of 
unused blocks and hence was directly impacting the throughput of the Oracle OLTP workload. Latency in physical I/O directly limits the 
amount of concurrent I/O and, thus, storage throughput as depicted in Figure 15 suffers. In other words, I/O service times are the only 
performance trait that can affect throughput with this workload. 

 

Notably, throughput slope trend attained a new steady state around 5 hours. The key question was whether the array could revert to the 
initial level of throughput, if it was given enough time to correct the pathological state. During the eight hours of testing, we had no 
evidence suggesting it could. 
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2-DAY TEST CYCLE 
 

To explore how the competitor’s array behaved with a much longer test cycle and whether idle time helps with garbage collection, EMC 
engineers changed the parameters of the test slightly by replacing the existing 12TB with a new 12TB tablespace. The test was conducted 
for 215 iterations (or 53 hours and 45 minutes to be precise) in the following order: 

 

1. Run 300-second 1TB-scale SLOB test at 96 sessions, 25% SQL Update 

2. Sleep 600 seconds 

 

The competitor’s array remained idle for 66% of the entire test due to the ten-minute pause between each invocation workload. 
 

At the end of the test cycle, EMC engineers had 215 AWR reports from which to extract I/O performance characterization data. On analysis 
of this huge data, it was concluded that in spite of altering the test to include 66% idle time, the competitor’s array demonstrated the 
same behavior during the 53 hour 45 minute test as during the 8-hour single test suite (Figure 15). 

 

It appeared that more “rest” was needed for the array to go back to the initial state. It was decided to rest the array for two days before 
performing any further tests. 

 
 

TWO DAYS OF REST FOR THE COMPETITOR’S ARRAY 
 

After the 2-day idle period, EMC engineers aimed to see whether the array had “healed itself.” To that end, the engineers executed a 5-
minute SLOB test with 96 sessions, 25% SQL Update and 1TB active data set. It turns out the 2-day idle period was beneficial since the 5-
minute SLOB test showed performance had returned to pre-pathological levels. In fact, performance returned to a level roughly 6% better 
than the best pre-pathological test results. Figure 16 shows aggregate IOPS graphed on a timeline that includes the first 215 iterations of 
the work/rest testing followed by 2 days of idle time followed by the final, 5-minute test. 

 

 
Figure 16: Garbage Collection Pathology Timeline - Competitor's Array 
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EMC engineers began to question whether the test methodology was simply too aggressive—or too far outside the design center of the 
competitor’s array. After all, most enterprise-grade IT products have both strengths and weaknesses. 

 

EMC engineers had already eliminated test-duration as a possible flaw in the test methodology by extending the testing cycle to several 
days (Figure 16). Further, it was obvious that going directly from a large tablespace initialization operation into an OLTP-style workload 
exposed either a severe design or implementation weakness in the competitor’s array. 

 

 

LARGE ACTIVE DATA SET TESTING 
 

EMC engineers hypothesized that perhaps the 1TB active data set in the previous testing may have resulted in an unfavorable hot-spot on 
the competitor’s array. To investigate this hypothesis, EMC engineers decided to change several test parameters and reengage both the 
competitor’s array and the two X-Brick XtremIO array under the following altered test conditions: 

 

• Large Active Data Set: The SLOB test database was loaded with an 11TB active data set—11X the active data set of the previous 
tests. Loading SLOB data is not a high-bandwidth workload, per se. From an AFA perspective, loading SLOB data is actually a fairly 
low-volume stream of write I/O. In this particular case, it took roughly 16 hours to load (roughly 200 MB/s). This loading time was 
consistent across both the competitor’s array and the XtremIO array. 

 

• SQL Workload Mix: The SLOB SQL Update percent variable was set to 100. Oracle Database cannot process an UPDATE SQL 
statement on a block of data unless it is the SGA buffer pool. Because the active data set was so much larger than the buffer pool, 
the processing sequence was essentially read/modify/write in nature. To put it another way, the block must be read into the SGA 
(the read), the SQL processing updates the block (the modify) and the transaction commit causes a write to the online redo log 
(the write). 

 

• Larger SGA Buffer Pool: The Oracle SGA buffer pool size was increased from 1 gigabyte to 32 gigabytes. The idea in such a 
change is not to improve Oracle SGA hit ratio though. Indeed, considering the size of the active data set of this workload (11TB), 
this buffer pool capacity only has room for .03% of the active data set. Instead, this type of tuning is intended to affect how the 
Oracle Database Writer (DBWR) processes behave. In general, larger SGA buffer pool sizes change the batching-nature of modified 
page flushing. In other words, it’s a different I/O profile—a bit more burst-like in nature. 

 

• Test Duration: The test duration was 24 hours of zero think-time SQL processing with 96 Oracle Database sessions (“users”). 

 

 

AWR LOAD PROFILE ANALYSIS 
 

Once the testing was complete, EMC engineers analyzed AWR and system-level performance data. As always, the most important data for 
analysis comes from AWR. First, the EMC engineers compared the Load Profile data from the AWR reports. Figures 17 and 18 show: 

 

1. Both arrays sustained an Oracle Database workload with 6.04 average block changes per SQL execution. This establishes parity 
between the measured results. 

2. Both results show 96 seconds of DB Time per second. This maps directly to the fact that the SLOB test was executed with 96 zero 
think-time users. 

3. The XtremIO array was able to sustain 76,289 physical IOPS compared to the competitor’s array, which delivered 39% less 46,457 
IOPS. 
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Figure 17: 24-Hour Large Active Data (100% SQL Update) Testing - Competitor's Array 

  
 

 
Figure 18: 24-Hour Large Active Data Testing - XtremIO Dual X-Brick Array 
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AWR WAIT EVENT ANALYSIS 

 

With the AWR Load Profile results in mind, EMC engineers turned their focus to the Wait Event data. After all, with a zero think-time 
workload one expects to be CPU-bound. Since that was not the case, one must account for waits. Figure 19 and 20 show: 

 

1. General Workload Health: Both the XtremIO and competitor arrays exhibited a healthy wait profile. As explained earlier in this 
document the workload consists of a read/modify/write cycle and thus the top wait event of db file sequential read is to be expected. 

2. Key Performance Indicator: 

a. The competitor’s array serviced the critical db file sequential read I/O with 3.49ms average service times (7961122/ 
2.2809*10^9). 

b. The XtremIO array serviced db file sequential read I/O with 1.07ms service times (3981226/ 3.7089*10^9). 

 
 

 
Figure 19: Time Model Events for 24-Hour Large Active Data Testing - Competitor's array 
 

 
Figure 20: Time Model Events for 24-Hour Large Active Data Testing - XtremIO Dual X-Brick Array 
 

After accounting for waits and service times, EMC engineers turned their focus on the SQL Statistics portion of the AWR reports—
specifically the SQL ordered by User I/O Time section. This section of AWR proves a) the same SQL code was executed and b) each 
execution of the SQL statement accesses the same number of rows in the table. Figures 21 and 22 show: 

 

1. Test Parity:  

a. The identical SQL statement ranked number one in I/O-generating SQL in testing of both arrays as per the universally 
unique SQL Id value. 

b. The Per Execution section proves each SQL execution modified 2 rows in the table. 

2. Performance: The XtremIO array sustained 67% more executions of the top I/O-generating SQL than the competitor’s array 
(1,390,465,627 versus 831,656,705). 
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FIGURE 22: LARGE ACTIVE DATA SET TESTING. COMPETITOR’S ARRAY. TOP SQL 

 

 
 
Figure 21: Top SQL Ordered by User I/O Wait Time for Large Active Data Testing – Competitor’s array 
 

 
Figure 22: Top SQL Ordered by User I/O Wait Times for Large Active Data Testing - XtremIO Dual X-Brick array 
 
 
 
I/O HISTOGRAM ANALYSIS—AVERAGES HIDE PATHOLOGY 
 

As pointed out throughout this document, averages are not an acceptable metric for I/O performance in the era of low-latency commercial 

computing. It is important to ensure averages are not obscuring latency outliers. 

AWR reports provide histogram data, however, EMC engineers chose to query the Oracle Database internal performance view 

v$file_histogram directly in order to further characterize the performance differences between the competitor’s array and the XtremIO 

array. Figure 23 clearly illustrates how the competitor’s array averaged roughly 3.5 milliseconds over the billions of I/O serviced during the 

24-hour test. Although the average was 3.5 milliseconds, the histogram clearly shows that nearly 1 in 10 reads serviced by the 

competitor’s array fell between 8 and 16 millisecond latency. This may not be the best way to think about this aspect of performance. It’s 

important to normalize these I/O stalls to wall-clock time. 

 

Figure 23 shows that 26,998,287 read operations suffered latencies between 16 and 32 milliseconds with the competitor’s array. The test 

duration was 86,400 seconds so, on average, the competitor’s array penalized some 313 SQL executions per second with I/O service times 

between 16 and 32 milliseconds. Bear in mind there were only 96 users connected to the database. 
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Figure 23: Random Read Service Time Histogram for Large Active Data Testing - Competitor's Array 
 
Finally, Figure 24 shows that the XtremIO array serviced over 93% of all 3.7 billion read operations in less than 2 milliseconds with the 
vast majority less than 1 millisecond. The distribution of outliers was negligible compared to the competitor’s array. Consider the 16 to 32 
millisecond service time bucket in the XtremIO case. Figure 24 shows XtremIO dipped to that level 95% less frequently than the 
competitor’s array. It’s fair to say the rest of the data represented in Figures 23 and 24 round out the picture quite well. 

 

 
Figure 24: Random Read Service Time Histogram for Large Active Data Testing - XtremIO Dual X-Brick Array 
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SUMMARY 
 
The case studies and analysis offered in this paper conclusively demonstrate that XtremIO’s clean sheet design uniquely exploits the 
characteristics of flash. The time model analysis and performance scaling exercise clearly demonstrates XtremIO’s scalable and sustained 
performance traits for predictable latency and IO throughput.  

 

XtremIO delivered more IOPS, lower latency, and a vastly superior latency histogram through a wide range of conditions from short to 
long duration and small to large data sets as well as varying modify-intensity of the SQL workloads. XtremIO’s scale-out architecture also 
supported linear scaling of performance with the test data showing that XtremIO scales with 96% linearity from a single to a dual X-Brick 
array. Mixed 8 KB IOPS increased from 99,000 with one X-Brick to 190,000—with 1-millisecond service times (or less)—with two X-
Bricks. XtremIO performed better than the competitor’s array in longer duration and large scale SQL UPDATE testing that needs more 
sustained performance when the array gets filled. On the other hand, a competitor’s array exhibited pathological unpredictable results 
due to non-optimized handling of intrinsic NAND attributes such as garbage collection. 

 

It can be concluded that the EMC XtremIO flash arrays are well suited for meeting most demanding performance requirements of Oracle 
Database OLTP workloads. 
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APPENDIX A 
 
Using Oracle Database to test storage for long periods of time produces volumes of rich Time Model data. For example, in the above 
section about scaling users to increase physical I/O demand, EMC engineers conducted 12 hour-long SLOB tests with varying user counts. 
Each SLOB test produces AWR reports. Figure 25 shows the AWR reports created for each user count identified by the numeric suffix of 
each file name. 

 

As Figure 25 shows, the rac_stats.sh script was used to extract the germane data regarding physical I/O for the test period. For example, 
Figure 25 shows the AWR report collected at 192 users sustained an average aggregate IOPS rate of 189,525 consisting of 158,737 read 
IOPS and 30,788 write IOPS. The service times (reads) for the 192-user test averaged 0.96 milliseconds  and the redo payload was 41 
megabytes per second. At the top end of the test cycle we see how the 368 sessions issued an average of 189,020 random 8KB read IOPS 
and 36,886 writes per second—for an entire hour. Further, at 368 users the service times for reads was 1.36ms and the redo payload was 
47MB/s. 

 

 
Figure 25: Extraction of details from large number of AWR reports using scripts 
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Figure 26 shows the source code listing for the simple script used to extract data from the AWR reports.  

 
Figure 26: Script to extract detailed stats from AWR reports 
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